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Abstract—In order to accurately identify Linear Parameter-Varying (LPV) systems, order selection of LPV linear regression models has prime importance. Existing identification approaches in this context suffer from the drawback that a set of functional dependencies needs to be chosen a priori for the parametrization of the model coefficients. However in a black-box setting, it has not been possible so far to decide which functions from a given set are required for the parametrization and which are not. To provide a practical solution, a nonnegative garrote approach is applied. It is shown that using only a measured data record of the plant, both the order selection and the selection of structural coefficient dependence can be solved by the proposed method.
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I. INTRODUCTION

Since the introduction of Linear Parameter-Varying (LPV) systems in the 1990s, LPV control has rapidly grown into a well established framework with a wide range of applications. The practical use of LPV control design is stimulated by the fact that it extends the results of Linear Time-Invariant (LTI) control theory to nonlinear, time-varying plants via gain scheduling [1] or by LPV synthesis techniques like μ-synthesis [2] or optimal control [3]. These approaches use LPV models where the signal relations are considered to be linear just as in the LTI case, but the model parameters are assumed to be functions of a measurable time-varying signal, the so-called scheduling variable \( p : \mathbb{Z} \rightarrow \mathbb{R}^m \). The compact set \( \mathbb{P} \subseteq \mathbb{R}^m \) denotes the scheduling space. Using scheduling variables as changing operating conditions or endogenous/free signals of the plant, the LPV system class can describe both nonlinear and time-varying phenomena.

LPV system identification and modeling have not been able to follow the rapidly advancing control field. Only recently several methods have been proposed, aiming at global identification of discrete-time LPV models from measured data using limited (grey-box) or no structural knowledge (black-box) about the data-generating system. These methods can be categorized mainly based on the used model structures: State-Space (SS) methods [4], [5], Input/Output (IO) representation based techniques [6], [7], [8] and truncated series expansions based approaches, e.g.

Orthonormal Basis Function (OBF) techniques [9], [10], [11]. The LPV-IO approaches can be seen as an extension of LTI prediction-error methods. Using the similarities in terms of the model structures and the identification setting, the strength of these approaches lies in the possibility to extend the well-established results of the LTI case. Thus, they offer to solve the LPV identification problem in a simple manner even if transformation of LPV-IO models to LPV-SS descriptions is more complicated than in the LTI case (see [11], [12]). Investigations of the LPV prediction-error setting in terms of experiment design [13], consistency of model estimates [14], and persistency of excitation [15] have only recently appeared, indicating that many important questions still need to be explored. One of these issues concerns the order selection of the LPV-ARX model structure, proposed in [6].

Estimating adequate orders of ARX models is a widely studied topic in the LTI context, see e.g. [16], [17]. It can be seen as the basic step of the model structure selection phase of the identification cycle. Proper selection of the order assures accurate representation of the process dynamics with a limited number of parameters to be estimated. This means not only an adequate complexity of the obtained model, but also a decreased variance of the model estimate. For the same reasons, order selection of LPV-ARX models is also a question of main importance. Additionally, coefficients of these model structures, like \( a_i(p(k)) \), are often parametrized in the form

\[
a_i(p(k)) = \theta_{i0} + \theta_{i1} \psi_{11}(p(k)) + \ldots + \theta_{i1} \psi_{1n}(p(k)),
\]

where \( \theta_{ij} \in \mathbb{R} \) are the unknown parameters and \( \{\psi_{ij}\}^{n}_{j=1} \) with \( \psi_{ij} : \mathbb{P} \rightarrow \mathbb{R} \) is a set of a priori chosen functional dependencies. Thus, the set \( \{\psi_{ij}\} \) represents an extra freedom in the model structure which needs to be selected a priori. This implies that determining which of these functions are required in the parametrization can be interpreted as an additional selection problem. It must also be noted that in [8], an alternative to the functional dependence estimation has recently been introduced through a “non-parametric” approach which uses dispersion functions instead of (1).

Additionally, it has been shown in [12] that for transformation between LPV-IO and LPV-SS models it is required that the model coefficients not only depend on the instantaneous value of the scheduling variable (static dependence) but also on its time shifted versions (dynamic dependence). Thus, estimating LPV-ARX models with dynamic dependence is often required for obtaining accurate models of the underlying-
ing system. Selection of the required order of the time-shifts in the scheduling is a parametrization problem and can be interpreted as an adequate selection of \( \{ \psi_{ij} \} \).

In the LTI literature, recently an order selection method based on a statistical regularization approach, the Nonnegative Garrote (NNG) [18], has been proposed for LTI-ARX models [19]. In this method, a natural ordering of model complexity is inflicted to the parameters, which provides the possibility to estimate the order of poles and zeros independently. This yield insight into which parameters are the most important for obtaining a good adaption to the data. Due to the possibility of multidimensional ordering of model complexity, this technique can also be used in the LPV-ARX case to select the order of the input and output side polynomials simultaneously with the ordering of the required structural dependence of the coefficients. In this paper, we aim at this extension of the NNG approach to the LPV case, providing a practically useful tool for LPV-IO approaches.

The paper is organized as follows: In Section II, a short review of the LPV-ARX model structure and its linear-regression based identification method is given, defining the problem setting for order selection. Section III gives an introduction to the NNG approach and presents how its modified form can be used to solve the order selection problem. In Section III-C, an algorithm is proposed to solve the modified NNG problem and in Section IV this algorithm is validated drawing and perspectives on future work are given.

II. LPV IDENTIFICATION VIA ARX MODELS

In this paper we focus on the LPV-ARX model structure, defined in the SISO case as

\[
y(k) + \sum_{i=1}^{n_a} a_i(p(k))y(k-i) = \sum_{j=0}^{n_b} b_j(p(k))u(k-j) + e(k),
\]

where \( u, y \) and \( e \) denote the input, the output, and the noise signals, respectively. Furthermore, the coefficient functions \( a_i, b_j : \mathbb{R} \rightarrow \mathbb{R} \) have static dependence on \( p \). Introduce \( \{ \phi_i \}_{i=1}^{n_s} \) are chosen such that (2) is globally identifiable (there exist no \( \theta \) and \( \theta' \), such that the 1-step ahead predictor resulting from (2) is not distinguishable for \( \theta \) and \( \theta' \)) and that \( Z^N \) provides a persistently exciting regressor in (4) (see [20]). By organizing the data as

\[
Y = \begin{bmatrix} y(1) & y(2) & \ldots & y(N) \end{bmatrix}^T,
\]

\[
\Phi = \begin{bmatrix} \varphi(1) & \varphi(2) & \ldots & \varphi(N) \end{bmatrix}^T,
\]

the optimal solution to (6) can be written as

\[
\hat{\theta}_N = (\Phi^T\Phi)^{-1}\Phi^TY \triangleq \Phi^*Y.
\]

III. ORDER SELECTION BY USING THE NNG

A. The general NNG

The Nonnegative Garrote (NNG) method was first presented in [18] as a coefficient shrinkage method for linear regression models in statistics. As the celebrated Lasso method [21], it uses regularization to penalize the size of the parameter \( \theta \). However, instead of affecting the parameters directly, the NNG method penalizes the least-squares solution by attaching weights to it, which in turn are regularized. Thus, given the least-squares estimate \( \hat{\theta}_N \) of the parameters of a linear regression model like (4), the NNG problem can be written as

\[
\min_w \sum_{k=1}^{N} \left( y(k) - \sum_{i=1}^{n_a} \sum_{j=0}^{s_i} w_{ij} \varphi_{ij}(k) \hat{\theta}_{ij} + \lambda \sum_{i=1}^{n_a} \sum_{j=0}^{s_i} w_{ij} \right)^2
\]

s.t. \( w \succeq 0 \) (10a)

where \( \lambda \) is the model complexity parameter, \( \varphi_{ij}(k) \) is the \((j + \sum_{r=1}^{i-1}(s_r + 1))\)-th element of the vector \( \varphi(k) \), \( \varphi(k) \triangleq \begin{bmatrix} \varphi_{10} & \ldots & \varphi_{n_n, s_n} \end{bmatrix}^T \) are the weights, and \( g \) denotes componentwise inequality. For a given \( \lambda \), (10a-b) is a convex optimization problem in the decision variable \( w \), and the NNG parameter estimate has the elements \( \hat{w}_{ij} \hat{\theta}_{ij} \), \( 1 \leq i \leq n_a \), \( 0 \leq j \leq s_i \), where \( \hat{w}_{ij} \) is the optimal solution to (10a-b). As \( \lambda \) increases, the weights of the less important regressors will shrink, and finally end up exactly zero. Thus, as \( \lambda \) increases, the model becomes less complex.
B. Modification for the LPV case

In system identification, one is typically interested in the estimation of dynamical models, in contrast to the static models commonly used in statistics. In dynamic linear regression models, the regressors are naturally ordered by their time lag. The higher the model order, the more data is needed. The original NNG method (10a-b) does not take such orderings into consideration. It just sets the weights of the less important regressors low, not considering their order. On the other hand, it is a particular feature of LPV linear regression models that besides the natural ordering of time lags, there is a lack of natural ordering of the functional terms ψ1j in the parametrization (3) of the p-dependent coefficients.

By taking into account the natural ordering of time lags it is possible to penalize a higher model order in the NNG estimate, leading to an approach to model order selection. To achieve this, without introducing ordering with respect to the parameters of the functional terms in each coefficients, one could modify (10a-b) by adding some constraints on the weights. For LPV-ARX models, these constraints could be

\[ 1 \geq \sum_{j=0}^{s_1} w_{1j} \geq \sum_{j=0}^{s_2} w_{2j} \geq \ldots \geq \sum_{j=0}^{s_n} w_{nj}, \quad (10c) \]

\[ 1 \geq \sum_{j=0}^{s_{n+1}} w_{(n+1)j} \geq \ldots \geq \sum_{j=0}^{s_{n+a}} w_{nj}. \quad (10d) \]

This is a natural\(^1\) extension of the NNG method, for order selection of LPV-ARX models in system identification. In (10c-d), the ordering of the weights associated with \(a_i\) and \(b_j\) is independent. This yields automatic order selection, and a natural way to choose the importance between input lag and output lag, as their weightings remain independent. Moreover, (10c-d) does not unnecessarily constrain the choices of basis functions \(\psi_{1j}\) within each group \(\phi_i\) in (3). This provides a way to select the most adequate structural dependencies for the parametrization of the coefficients, independently from the model order. Note that this particular freedom of the NNG method represents an advantage over the use of classical regressor selection approaches of the LTI case, like AIC, BIC, etc. (see [17]) for LPV-ARX models. In these approaches, there is no possibility to provide both order and structural dependence selection.

The modified NNG problem (10a-d) can be written as a quadratic problem with linear inequality constraints, i.e.

\[ \min \frac{1}{2} w^T Q w + f^T w + \lambda E^T w, \quad (11a) \]

s.t. \( \Gamma w \leq b, \quad (11b) \)

where \( Q = 2\Theta \Phi^T \Phi \Theta, \quad f = -2\Theta \Phi^T Y, \quad \Theta \triangleq \text{diag}(\hat{\theta}), \quad E = [1 \ldots 1], \) and the inequality constraints (11b) are derived from (10a-d). Given the solution \( w_\lambda \) to (11a-b), for a specific \( \lambda \), the modified NNG parameter estimate is \( \hat{\theta}_\lambda = \Theta w_\lambda. \)

\(^1\)Note that other choices for the ordering of the parameters, e.g. the maximum instead of the sum, are also possible. The effect of using different choices has not been evaluated.

C. The algorithm

Basically, what we need to do is to solve (11a-b) for increasing values of \( \lambda \), resulting in less and less complex model estimates, as long as the overall fit of the model estimate on validation data is still acceptable. An efficient way to implement this strategy is to use a path following parametric estimation. For this purpose a Lagrangian multipliers based method has been proposed in [19]. Starting form \( \lambda = 0 \), this method calculates a piece-wise affine solution path for \( \lambda \). In this way it efficiently explores the change in the model fit as a function of \( \lambda \). For more details see [19].

IV. SIMULATIONS

In order to test the applicability of the proposed method, two examples are considered where the modified NNG is applied to simulated data.

A. LPV-ARX model

In the first simulation example, the data-generating system is an LPV-ARX(9, 3) model:

\[ A(q, p) y = B(q, p) u + e, \quad (12) \]

where the noise \( e \) is white with a Gaussian distribution \( \mathcal{N}(0, 0.1) \), \( p(k) \in \mathbb{P} = [-2\pi, 0] \)

\[ A(q, p) = 1 + (0.24 + 0.1p)q^{-1} - (0.1\sqrt{-p} - 0.6)q^{-2} + 0.3 \sin(p)q^{-3} + (0.17 + 0.1p)q^{-4} + 0.3 \cos(p)q^{-5} - 0.27q^{-6} + (0.01p)q^{-7} - 0.07q^{-8} + 0.01 \cos(p)q^{-9}, \]

\[ B(q, p) = 1 + (1.25 - p)q^{-1} - (0.2 + \sqrt{-p})q^{-2}, \]

are polynomials in \( q \) with a static coefficient dependence on \( p \). In Figure 1a, the poles of (12) are plotted for all constant trajectories of \( p \). As all frozen poles are in the unit disc, the LPV-ARX(9, 3) model is stable for all constant trajectories of \( p \) (uniform frozen stability). Figure 1a also indicates that the model has fast and slow modes which change rapidly with the variation of \( p \).

The system (12) is simulated using a white noise \( u \) with distribution \( \mathcal{N}(0, 1) \) and a white noise \( w \) with uniform distribution \( \mathcal{U}(-2\pi, 0) \). With these signals, 2N data points are collected with \( N = 5000 \), and the obtained data record is divided equally in an estimation and a validation part. Under these conditions, the Signal to Noise Ratio (SNR) in the generated data set is 35 dB.

To evaluate the different model outcomes, the Best Fit Rate (BFR) is used [22]:

\[ \text{BFR} = 100 \% \cdot \max \left( 1 - \frac{\| y(k) - \hat{y}(k|\hat{\theta}_\lambda) \|_2}{\| y(k) - \bar{y} \|_2}, 0 \right), \quad (13) \]

where \( \bar{y} \) is the mean of \( y \). The BFR measures how much better the model describes the process compared to the mean of the output. In order to compare the results to other LPV identification approaches (like the subspace methods, see [4]), the Variance Accounted For (VAF) percentage is also computed:
VAF = 100% · max \(1 - \frac{\text{var}(y(k) - \hat{y}(k|\theta_{\lambda}))}{\text{var}(y(k))}, 0\), \(\lambda \in \mathbb{R}\)

which is a measure of the percentage of the observed output variation that is explained by the model.

1) Perfect model order: As a first step, a LPV-ARX(9, 3) model is estimated based on the collected data and using the coefficient parametrization (3) with

\[
\begin{align*}
\psi_{11}(p) &= p, & \psi_{13}(p) &= \sin(p), \\
\psi_{12}(p) &= \sqrt{p}, & \psi_{14}(p) &= \cos(p),
\end{align*}
\]

for all \(i\), i.e. \(s_1 = \ldots = s_{12} = 4\). This parametrization corresponds to \(5 \cdot 12 = 60\) unknown \(\theta_{ij}\)’s to be estimated. The obtained LS estimate has been computed with a slightly modified version of the `arx` command in MATLAB. Note that (12) is in the model class and the model order is correct, but the coefficients are overparametrised, as only a subset of \{\(\psi_{ij}\)\} is required for the estimation of each \(\phi_i\).\(^{2}\)

Plugging this estimate into the NNG problem (11a-b) and solving it with the proposed algorithm of [19] yield a piecewise affine solution path \(w_{\lambda}\) for which the fit values are shown in Figure 1c. Again calculations only take a few seconds on the specified PC.

In Figure 1c, the fit values have an obvious maximum at \(\lambda = \lambda_{103}\), which corresponds to a LPV-ARX(9, 2) with coefficients given in Table I. Values for the parameters of \(p^2\) are not reported as they are all zero. Note that this model has the correct model order and coefficient dependencies of the original data-generating plant. This underlines the value of the proposed method.

Remark 1: If the data-generating system is not in the model class due to undermodelling or inappropriate choice of the noise model, the proposed NNG approach still provides a reliable solution (see [19]). However, the investigation of the effect of structural modeling error in terms of the used \{\(\psi_{ij}\)\} functions remains the objective of future research.

B. LPV-SS model

As a next example, the identification of an LPV-SS model is demonstrated by using the LPV-ARX structure with dynamic dependence. In this setting, the NNG method is used to select the required dynamic dependence of the ARX model coefficients in order to deliver an adequate estimate of the data-generating system.

Consider the LPV-SS model

\[
\begin{align*}
q x &= A(p)x + B(p)u + \begin{bmatrix} 1 & 1 \end{bmatrix} e, \\
y &= \begin{bmatrix} 0 & 1 \end{bmatrix} x
\end{align*}
\]

where \(x\) denotes the state variable, \(e\) is white noise with distribution \(\mathcal{N}(0, 0.02)\) and \(p \in \mathbb{P}\) where \(\mathbb{P} = [-0.4, 0.4]\). Note that the matrices in (15a-b) depend only on the instantaneous value of \(p\). Based on the frozen poles of (15a-b) given in Figure 2a, this system is uniformly frozen stable. Using the transformation theory presented in [11], [12], the equivalent LPV-IO realization of (15a-b) reads as

\[
\begin{align*}
(1 - p(k-1) \left[q^{-1} + q^{-2}\right]) y(k) &= u(k-1) + e(k-1).
\end{align*}
\]

Note in (16) that the coefficients of the output side polynomial depend on the time-shifted value of \(p\), which is called dynamic dependence. Recently, it has been shown that in order to estimate adequate models of physical systems, possible dynamic dependence of the model coefficients must be taken into account as is obvious from (16). However, guessing the required order of time-shifts in the scheduling variable only from measured data is a non-trivial problem.

To test the NNG method in this setting, the system (15a-b) is simulated using a white noise \(u\) with distribution \(\mathcal{N}(0, 1)\) and a white noise \(p\) with uniform distribution \(\mathcal{U}(-0.4, 0.4)\). With these signals, just like in the previous case, \(2N\) data points are collected with \(N = 1000\), and the obtained data record is divided equally into an estimation and a validation data set. In the obtained data the SNR is 35 dB.
coefficients:
\[ a_1(p)(k) = -1.022p(k - 1), \quad b_0(p)(k) = 0.0148p(k - 3), \]
\[ a_2(p)(k) = -0.989p(k - 1), \quad b_1(p)(k) = 0.9963, \]
for all \( i \), i.e. \( s_1 \ldots s_4 = 2 \). Note that the true system (15a-b) is in the model class.

Again the initial LS model estimate has been computed in MATLAB and the NNG problem (11a-b) has been solved for all nonnegative \( \lambda \). The resulting piecewise affine solution path \( w_\lambda \) is depicted in Figure 2b in terms of the achieved BFR and VAF of the associated model estimates with respect to the validation data. By choosing \( \lambda = \lambda_0 \), which has the highest BFR = 99.10% and VAF = 99.99%, the corresponding model is a LPV-ARX(2,2) model with coefficients:

\[
\begin{align*}
    a_1(p)(k) & = -1.01p(k - 1), & b_0(p)(k) & = -0.0083, \\
    a_2(p)(k) & = -0.99p(k - 1), & b_1(p)(k) & = 0.9971,
\end{align*}
\]

which has only coefficient dependencies on \( p(k - 1) \). By considering that \( b_0 \approx 0 \), the obtained model is almost a perfect match with (16). This proves that the NNG method correctly selects the required dynamic dependence for the identification of LPV-ARX models.

2) Overfitting: Now we consider an overfitting scenario by estimating a LPV-ARX(5,5) model based on the collected data and by using the coefficient parametrization (3) with

\[
\begin{align*}
    \psi_{11}(p) & = p, & \psi_{42}(p) & = q^{-1}p, \\
    \psi_{13}(p) & = q^{-2}p, & \psi_{44}(p) & = q^{-3}p,
\end{align*}
\]

for all \( i \), i.e. \( s_1 = \ldots s_{10} = 4 \). Note that the true system (11a-b) is again in the model class, but both the model order and the coefficient dependencies are overparametrized and except for \( \psi_{12} \) none of \( \{\psi_{ij}\} \) show up in the true system as a part of any coefficient dependence (see (16)). Again, plugging this estimate into the NNG problem (11a-b) and solving it with the proposed algorithm yield a piecewise affine solution path \( w_\lambda \) for which the fit values are shown in Figure 2c.

In Figure 2c, the fit values have an obvious maximum at \( \lambda = \lambda_{71} \) with BFR = 99.17% and VAF = 99.99%, which corresponds to a LPV-ARX(2,2) model with coefficients:

\[
\begin{align*}
    a_1(p)(k) & = -1.022p(k - 1), & b_0(p)(k) & = 0.0148p(k - 3), \\
    a_2(p)(k) & = -0.989p(k - 1), & b_1(p)(k) & = 0.9963,
\end{align*}
\]
Note that this model has the correct model order and coefficient dependencies of the original data-generating plant if one considers $b_0$ to be approximately zero. This underlines the value of the proposed method, giving strong evidence that it is able to select appropriate order and structural dependence of LPV-ARX model structures.

**Remark 2:** Ordering of the dynamical coefficient dependence can also be introduced in (10c-d), by penalizing higher lags in $p$ (similar to input and output lags).

**V. Conclusions and future work**

In this paper a method for order and structural dependence selection of LPV-ARX models was introduced as the extension of the order selection approach presented in [19] for LTI-ARX models. The method is a modified variant of the NNG method [18], where constraints on the weights are added according to the natural ordering of the regressors in ARX models. At the same time, the weights of the prior given set of candidate scheduling dependencies are left unconstrained for each coefficient, to give equal chances for the selection of the most important candidates. This also provides the possibility to estimate the order of the required dynamic dependence in LPV-ARX models, giving a practical tool for the support of LPV-I/O identification approaches. The proposed method is extendable to the multivariable case, providing an important objective for further research.

The order and structure selection problem of LPV-ARX models is a special case of the related NARX problem, which will be studied in the future together with the Instrumental Variable Regression Shrinkage version of the presented algorithm.
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